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ABSTRACT

This thesis presents several techniques that enhance the performance of wireless mo-
bile devices that communicate without depending on a supporting infrastructure. These
networks are commonly referred to as ad hoc networks since they operate in highly dy-
namic environments and, therefore, must utilize available resources.

The primary focus of this thesis is on improving the performance of ad hoc networks
by controlling the transmission power to maximize the spectral reuse (capacity) and
minimize energy consumption. This work starts by looking at single-hop ad hoc networks,
but then extends this to multihop wireless ad hoc networks to investigate additional
energy savings and capacity improvements. It is shown that the capacity of multihop
data flows depends heavily on the shaping of the traffic at intermediate hops. Therefore,
transport layer enhancements are also defined that adapt how nodes handle the data flows
based on local environmental conditions (contention, congestion, and routing overhead).

Multiple access-based collision avoidance MAC protocols have typically used fixed
transmission power and have not considered power control mechanisms based on the
distance of the transmitter and receiver in order to improve spatial channel reuse.

This work proposes power control multiple access (PCMA) a wireless MAC pro-
tocol within the collision avoidance framework. PCMA generalizes the transmit-or-
defer “on/off” collision avoidance model of current protocols to a more flexible “variable

bounded power” collision suppression model. The algorithm is provisioned for ad hoc

il
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networks and does not require the presence of base stations to manage transmission power
(i.e., it is decentralized). The advantage of implementing a power-controlled protocol in
an ad hoc network is that source-destination pairs can be more tightly packed into the
network, allowing a greater number of simultaneous transmissions (spectral reuse) and
less average transmission power (energy consumption).

Our simulation results show that the PCMA protocol can improve the throughput
performance of the non-power-controlied IEEE 802.11 protocol by a factor of 2, with a
potential for additional scalability as source-destination pairs become more localized (the
maximum distance between source and destination is reduced). Further, the protocol
demonstrates more than a 50% average transmission power reduction and additional
savings as source-destination pairs become more localized, thus providing a compelling
reason for migrating to a new power-controlled MAC protocol standard. It is also shown
that when intermediate hops are utilized between source and destination (to reduce the
maximum transmission range between nodes) in conjunction with power control, there
is an energy savings potential on the order of several orders of magnitude.

The enhancements at the transport layer demonstrate that by implementing hop-
by-hop control of data flows instead of end-to-end flow control (as with most transport
protocols implemented today) the intermediate node flow rates can be adapted more
quickly to changes in the local environment for optimum performance. Fast adaptation
is particularly important in (mobile) ad hoc networks where link states and contention
can change on the order of a second or less.

The power control and hop-by-hop protocol frameworks presented in this thesis demon-
strate the potential for significant improvements in the wireless ad hoc environment

thereby, motivating their incorporation into future working drafts and standards.

iv

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ACKNOWLEDGMENTS

I would like to thank my advisor, Professor Wen-mei Hwu, for his guidance, support,
and encouragement throughout the course of my doctoral research. His support and
belief in me has helped me in my research and has helped me gain the confidence needed
to make contributions to my field of study. I would also like to thank Professor Vaduvur
Bharghavan for his invaluable assistance in developing and refining my research and
dissertation topic. His technical advice and encouragement have provided me with the
skills needed to carry me through the completion of my doctoral research. In addition,
I would like to extend my thanks to the rest of my dissertation committee: Professor
Steven Franke, Professor Douglas Jones, and Professor Robin Kravets for their helpful
comments and suggestions.

I wish to thank all my colleagues, especially Thyagarajan Nandagopal for his valuable
feedback and suggestions, Prasun Sinha for his assistance in helping me to fully grasp
transport and routing issues, Jean-Pierre Ebert for his insight into energy consumption
issues, and the IMPACT group for their technical and nontechnical support with my
research. Further, I would like to extend my thanks to Motorola for supporting my
research with a UTUC Motorola Labs Research Grant and to Larry Marturano from
Motorola labs for his support.

Finally, I would like to thank my parents Phyllis and James Monks for their un-

bounded support and encouragement and for always being there for me.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



TABLE OF CONTENTS

CHAPTER

1 INTRODUCTION . . . . . . .. ..ttt it e
1.1 Motivating Power Control . . . . .. ... .. ...........
1.1.1 Capacity . - . . . . . o .o o

1.1.2 Energy consumption . .. .. ... .............

1.2 Problem Definition and Proposed Solution . . . . . ... ... ..
1.3 Contributions . . . . . . . . ... ... oo oo
14 Thesis Structure . . . . . . . . . . .. . ..o

2 THE NETWORK AND CHANNEL MODELS . . . . . . .. ..
2.1 Channel Propagation Models. . . . . . .. ... ... .. .....
2.2 Protocol Assumptions . . ... . .. ... ... 000
23 Power Constraints . . . . . .. .. ... ... ... .........

3 THE PCMA PROTOCOL . .. .. ... ... ... .. ...
3.1 PCMA Protocol Overview . . .. .. . .. . ... ... ......
3.2 PCMA Protocol Steps . . . . . . . . . ..« ...
3.3 Exampleof PCMA . . .. ... ... ... ... ...

4 PERFORMANCE OF PCMA ... .................
4.1 Simulation Environment . . . ... . ... ... ... ... ..
4.2 Throughputand Delay . . . . .. ... ... ... .........
43 Fairness . . . . . . . . . L e e e e e e e e
4.4 Average Transmission Power . . . . . . .. ... ... .. ... ..
45 Robustness . . . . . . .. ... ... e
46 Results Summary . . . . . .. .. ... oo

5 PCMA EXTENSIONS . . . . . . . . . ittt it iii e
5.1 Throughput Performance of PCMA Methods . . . . . .. ... ..
5.2 Transmission Power Requirements . . . . . . . .. .. ... .. ..
5.3 Fairness of PCMA Methods . .. .. ... . ... ... .. ...
54 PCMA Methods Overview . . .. .. ... ... .. ........

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6 POWER CONTROL IN MULTITHOP WIRELESS NETWORKS

6.1 Network Topology Scenarios . . . . . ... ... ... .. .........
6.2 Performance of Multihop Topology Scenarios . . . . . . . ... .. .. ..
6.2.1 Simulation environment and parameter values . . . . . .. .. ..
6.22 Results. . . .. . . .. . . . e
6.3 Multihop Results Summary . . . .. .. .. ... .. ... ... ...

TRAFFIC SHAPING IN MULTIHOP AD HOC NETWORKS
7.1 Imtroduction . . . . . . . . .. . . . Lo
7.2 Limitations of Existing Congestion Control
Mechanisms . . . . . . . . . . . . .. e e e e
7.2.1 Theinter-TCP problem . .. .. ... .. .. ... ........
722 Therelayproblem . . .. .. .. ... .. ... .. ...,
7.2.3 Comparison with best-effort traffic . . .. .. . ... ... ....
7.2.3.1 Static network with background traffic . . . . . . .. ..
7.2.3.2 Dynamic network with no background traffic . . .. ..
7.2.3.3 Dynamic network with background traffic .. .. .. ..
724 Networkbuffers . . . . . . .. ... ... L.
7.2.5 Fairnessissues. . . . . . . . . ... .. L0 oo e oo
7.3 Our Congestion Control Mechanism . . . . .. .. .. .. ... ......
7.3.1 Overview . . . . . . . . . . i e e e e e e e e
7.3.2 Rate control algorithm . . . . . . ... .. ... ... ..
7.4 Performance Evaluation . .. . . .. ... .. .. ... ...,
7.5 Conclusions . . . . . . . . .. L. L e e e e e e e e

IMPLEMENTATION ISSUES . . . . ... .. . . .. ...
8.1 Limitations of Power-Controlled Protocols . . . . . . .. ... .. .. ..

8.1.1 Initial transmission power level . . . . .. ... ... ... .. ..

8.1.2 Collision suppression of acknowledgment . . . . . . .. .. .. ..
82 Channel DesignIssues . . .. .. .. ... . ... ... ... ........
83 Air Interface Design . . . . . . . . . .. ... ... ... ...
8.4 Interoperability With Existing Standards . . . . . .. . . ... ... ...
8.5 Overview. . . . . . . . . e e e e e e e e

RELATED WORK . . . . . . . . . e e e e e e e
9.1 Transmission Power Control Protocols . . .. ... ... .. .......
9.2 Power Control in Multihop Wireless Ad Hoc

Networks . . . . . . . . . . . e e e e e e e e
9.3 Transport Layers for Wireless Networks . . . . . . . . .. ... .. ....

10 CONCLUSIONS AND FUTURE WORK . ... .. ... ........

APPENDIX A CHANNEL MODELS . ... .. .. ... ........

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



LIST OF FIGURES

Figure Page
1.1 Example of an ad hoc configuration . . . . .. ... ... ... .. .... 3
1.2 General protocol operation for multiple access with collision avoidance . . 7
1.3 Capacity enhancements observed with transmission power control . . . . 8
1.4 Power distribution of a WLAN network interface card . . . . . .. . . .. 10
1.5 Overall power consumption of an Aironet PC4800 PCMCIA interface for

different RF output power levels and transmission rates . . . . . . . . .. 10
1.6 Collision avoidance issues in a power-controlled environment . . . . . . . 15
1.7 Collision avoidance notifications causing collisions in power-controlled net-

WOTKS . . & o o o e e e e e e e e e e e e e e e 16
31 PCMA protocol steps . . . . . . . . . . . . .. e 32
3.2 Using busy tone pulses for collision avoidance . . .. . . ... ... ... 33
3.3 Pseudo code for the idle phase of the PCMA algorithm . . . ... .. .. 34
3.4 Pseudo code for the transmitting phase of the PCMA algorithm . . . . . 35
3.5 Pseudo code for the receiving phase PCMA algorithm . . . . ... .. .. 36
3.6 PCMA protocolexample . . . . . . . . . . . . . . .o et 41

4.1 Throughput of 802.11 versus PCMA for 100 nodes in a 1000 by 1000 m
network with 100 flows each sending 2 KB packets, and a connectivity
rangeof 250 m . . .. .. . oL Lo Lo 48

4.2 Throughput of 802.11 versus PCMA with different RX T hresh settings . 49

4.3 Delay of 802.11 versus PCMA for 100 nodes in a 1000 1000 m network
with 100 flows each sending 2 KB packets, and a connectivity range of 250

o 50
44 Throughput for a 100 by 100 m network with 100 flows each sending 2 KB
packets, and a connectivity range of 250 m . . . . . . .. ..o 51
4.5 Example of four clusters in a 100 by 100 m network . . . . . . .. .. .. 52
4.6 Throughput for a 100 by 100 m network with nodes separated into clus-
tered regions - . . . . ... . L L L oo i e e e e e e e 53
4.7 Throughput for a 100 by 100 m network with nodes separated into clus-
tered regions and sending to a single base station node . . . . .. .. .. 54
ix

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.8

4.9

4.10
4.11
4.12
4.13
4.14
4.15
4.16
4.17
4.18

4.19

5.1
5.2
9.3
5.4
9.5

0.6

9.7

5.8

5.9

6.1

Throughput for 802.11 and PCMA in a multihop network that spans 1000
by 1000m . . . . .. . . . e e e e e e e
Destination range distribution for PCMA with Pt_maxz = Pt +4dB . . .
Destination range distribution for 802.11 . . . . . . . .. ... .. .. ..
Destination range distribution for GPC with Pt_maz = Pt+4dB . . . .
Destination range distribution for PCMA with Pt_maz = Pt +8dB . . .
Number of successful packets sent to different ranges from source for a
flow rateof 16 packets/s . . . . . . . ... .. ...
Number of successful packets sent to different ranges from source for a
flow rate of 64 packets/s . . . . . . . .. . ... L.
Average transmission power for 802.11 versus PCMA at 2 packets/s with
respect to the compensationrange . . . . . . . .. .. .. ... ..
Average transmission power for 802.11 versus PCMA with 4 dB of com-
pensation and varying flowrates . . . . . . . . ... L0
Average transmission power for 802.11 versus PCMA with two different
busy tone powers with respect the the busy tone pulse width . . . . . . .
Throughput for different amounts of gain distortion with varying compen-
sations in a 1000 by 1000 m network . . . . . .. .. .. ..o L.
Throughput for different amounts of busy tone distortion with varying
compensations in a 1000 by 1000 m network . . . . . .. ... .. .. ..

PCMA Method 1: comp=constant . . . . . . .. .. .. ... ......
PCMA Method 2: comp = {comp-min,comp-maz} . .. ... ... ...
PCMA Method 3: comp = [comp-min,comp-maz] . . . . ... ... ...
Througput of 802.11 versus PCMA Methods 1-3 with compensation ranges
of 2 dB, 2-6 dB, and 2-6 dB, respectively . . . . . .. .. ... ... ...
Througput of 802.11 versus PCMA Methods 1-3 with compensation ranges
of 2 dB, 0-4 dB, and 0-4 dB, respectively . . . . . .. .. ... ... ...
Comparing fairness of 802.11 to Methods 1, 2, and 3 using compensation
ranges of 2 dB, 2-6 dB, and 2-6 dB, respectively, and each data flow having
arateof 16 packets/s . . . . . .. .. ..o ool
Comparing fairness of 802.11 to Methods 1, 2, and 3 using compensation
ranges of 2 dB, 0.25-4 dB, and 0.25-4 dB, respectively, and each data flow
having arateof 16 packets/s . . . . . . . . . ... ... oL,
Througput of 802.11 versus PCMA Methods 1, 2, and 4 with compensation
ranges of 2 dB, 2-6 dB, and 2-6 dB, respectively . . . . . ... .. .. ..
Comparing fairness of 802.11 versus PCMA Methods 1, 2, and 4 with
compensation ranges of 2 dB, 2-6 dB, and 2-6 dB, respectively, and each
data flow having a rate of 16 packets/s . . . . .. .. ... ... ... ..

Average number of hops between source-destination pairs having different
transmission ranges . . . - . . . . 0.0 F e e e e e e e e e e e e

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

56
57
a9
60



6.2

6.3

6.4

6.5

6.6

6.7

7.1
7.2
7.3
7.4
7.5

7.6
7.7

7.8

7.9

7.10
7.11
7.12
7.13
7.14
7.15

7.16

7.17

Signal energy per successfully transmitted bit for an infrastructureless net-
work with different transmissionranges . . . . . . .. ... ... ...
Number of successfully transmitted packets per second for an infrastruc-
tureless network with different transmission ranges . . ... ... .. ..
Signal energy per successfully transmitted bits for uniform forwarding
agent placement with different transmission ranges . . ... ... . ...
Number of successfully transmitted packets per second for uniform for-
warding agent placement with different transmission ranges . . . . . . . .
Signal energy per successfully transmitted bit for random forwarding agent
placement with different transmission ranges . . . . . . .. .. .. .. ..
Number of successfully transmitted packets per second for random for-
warding agent placement with different transmissions ranges . . . . . . .

Inter-TCP problem: 19 one-hop best-effort flows on a 20-hop sequence of
nodes. . . . . .. e e e e e e e e e e e
Inter-BE (best-effort) problem: 19 one-hop best-effort flows o a 20-hop
sequenceofnodes . . . . . . . . . .. L. ... e
Inter-TCP problem: Effect of multiple one-hop flows . . . . . .. .. ..
Data delivery for single TCP and best-effort flow . . . .. .. ... ...
Relay Problem: Data transmission every fourth, fifth or sixth hop in a
singlemultthop low . . . . . . . . .. . ... L oo
Relay problem: Resetting the contention window . . . .. .. .. .. ..
Performance of TCP+ELFN and TCP flows in a static network with back-
ground traffic . . . . . .. ... Lo L Lo Lo
Mobility: TCP+ELFN and best-effort flows between 2 nodes in a 50-node
network where the best-effort receiver receives a total of 609 packets . . .
Mobility: TCP+ELFN and best-effort flows between 2 nodes in a 50-node
network where best-effort receiver receives a total of 645 packets . . . . .
Mobility: TCP flow between 2 nodes in a 50-node network where the CBR
receiver receives a total of 146 packets . . . . . . . . ... ..o L.
Mobility: TCP flow between 2 nodes in a 50-node network where the CBR
receiver receives a total of 610 packets . . . . . . .. ... ...
Mobility: RTO values corresponding to Figure 7.10 . . . . . . .. .. ..
Mobility: RTO values corresponding to Figure 7.11 . . . . . ... .. ..
Performance of TCP+ELFN and TCP flows in a dynamic network with
background traffic . . . . . . ... .. .. L.
Routing and normal queues during a simulation of a 1500 by 300 m static
network with 50 nodesand 10flows . . . . . . . . . ... ... ... ...
Routing and normal queues during a simulation of a 1500 by 300 m mobile
network with 50 nodesand 10flows . . . . . . . . . . ... .. .. ....
Packet sequence numbers for a simulation of a 1500 by 300 m static network
with 50 nodes and 10 flows (only two best and two worst shown) . . . . .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

91

91

95

96

98

99

110
110
110
112

113
114

117
118
118
118
118
120
120
120

122

122



7.18 Packet sequence number for a simulation of a 1500 by 300 m mobile net-
work with 50 nodes and 10 flows (only two best and two worst shown) . . 124

7.19 Pseudo code for backpressure algorthm . . . . .. .. .. ... ..., .. 130
7.20 Static 9-hop sequence of nodes with two TCP flows . . . . . . .. .. .. 133
7.21 Static 9-hop sequence of nodes with two TCP+ELFN flows . . . . . . .. 133
7.22 Static 9-hop sequence of nodes with two rate-controlled flows . . . . . . . 133
7.23 Static 50-node 1500 by 300 m network with two TCP flows . . . . . . .. 134
7.24 Static 50-node 1500 by 300 m network with two TCP+ELFN flows . .. 134
7.25 Static 50-node 1500 by 300 m network with two rate-controlled flows . . 135

7.26 Dynamic (20 m/s) 50-node 1500 by 300 m network with two TCP flows . 136
7.27 Dynamic (20 m/s) 50-node 1500 by 300 m network with two TCP+ELFN

flows . . . . . L e e e e e 136
7.28 Dynamic (20 m/s) 50-node 1500 by 300 m network with 2 rate-controlled
flows . . . . . L L e e e 136
8.1 Problems associated with simultaneously sending and receiving . . . . . . 144
8.2 Air interface that supports PCMA . . . . . ... . ... ......... 145
xii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 1

INTRODUCTION

In the last few years, with the Internet growing by leaps and bounds and the demand
for untethered access to information, the interest in wireless packet data networks has
increased considerably. Future wireless packet data networks will provide flexible access
to a vast array of data applications by many users, each requiring a share of the network
resources. These network resources primarily include capacity, which is the sum of the
throughput provided to all users in the network. Up-and-coming mobile applications in-
cluding video conferencing, playing music and videos, and surfing the Web will require an
even greater amount of throughput and therefore additional network capacity. A variety
of mobile devices are being exploited by consumers to access these applications including
personal digital assistants (PDAs), mobile phones, laptops, and other hand-held devices,
each having different power constraints or battery lifetime. The battery lifetime is be-
coming an increasingly important issue with mobile user desiring more compact mobile
units. In additional, mobile users are demanding more frequent and even continuous
(commonly referred to as “always on”) access to remote information, placing an even
greater demand on the mobile energy resources of these devices. Thus, a major issue
in wireless packet data networks is the development of medium access control (MAC)
protocols that make efficient use of available network and mobile resources. Controlling

the transmission power level is one approach that provides improvements in both these
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areas. The capacity of the network is improved by optimizing spatial packing of source-
destination pairs, known as spectral reuse. The battery life is also extended because
the senders reduce their transmission power to just reach the intended receiver (that is,
they provide the receiver with a signal quality sufficient to receive a valid data packet).
The benefits of implementing power control for the network topology outlined below are
discussed further in Section 1.1.

There are many types of networks where power control can provide benefits in perfor-
mance, although the amount of improvements provided by power control and the com-
plexity of their implementation will vary. The improvements provided by applying power
control to cellular networks and the implementation issues have been studied extensively
in past years [1, 2] and are being utilized in current cellular networks. While cellular
networks offer a dependable quality of service, mobile users can only communicate if a
supporting infrastructure is in place. In addition, the available network resources are lim-
ited and can only be increased with significant system engineering. This requires adding
additional supporting infrastructure and adjusting the configuration of existing infras-
tructure. Such an approach will incur a significant cost to the provider. An alternative
approach to this type of network is ad hoc networks, where no preexisting infrastructure _
is required to support communications between mobile nodes. For this configuration
no centralized control or access points are required because the nodes serve as access
points (routers) for other neighboring nodes. An example of this network configuration
is demonstrated in Figure 1.1, where laptops are shown with their respective commu-
nications connectivity. The communications devices connecting the mobile computers
could be for example a wireless LAN (WLAN). Ad hoc networks are wireless packet data

networks that do not have a supporting infrastructure. In general, wireless packet data
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networks specify the type of traffic (packet data), but can refer to may different types
of network topologies (those with or without base stations — centralized access control).
However, for this thesis we will generally use the term wireless packet data networks to
refer to ad hoc type topologies. Further, it is generally assumed that all nodes in the
network have equal access to network resources and are provided with similar mobile re-
sources (energy reserves). The ad hoc network scenario can be single hop, where source
and destination are within transmission range, or multihop, where source and destination
are out of range and intermediate nodes are needed to forward the packets. Note that the
ad hoc topology does not preclude the techniques defined in this thesis from being applied
to heterogeneous networks or enhancing cellular networks. Rather it demonstrates that
they can be applied without depending on the support of a fixed infrastructure or nodes

with extensive resources.

~@
50

T
O] > O

) -
~ o ny P~

Figure 1.1 Example of an ad hoc configuration

The dominant wireless MAC protocol is currently the IEEE 802.11 standard, which
follows the “carrier sense multiple access with collision avoidance (CSMA /CA)” paradigm.
Our goal is to propose power-controlled multiple access protocols that follow the same col-

lision avoidance principle. To the best of our knowledge, there exists no power-controlled
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MAC protocol that fits within the collision avoidance framework and demonstrates suf-
ficient mechanisms for controlling the power (see the overview of related work in Chap-
ter 9). This is due to the complex issues associated with implementing power control
in ad hoc networks (they cannot depend on the support of a fixed infrastructure to reg-
ulate the transmission powers of mobiles). We show in Section 1.2 that this is due to
fundamental characteristics of the handshake and collision suppression mechanisms in
the CSMA /CA class of protocols, which requires (under current MAC protocols) that
stations transmit all control packets at the same power level.

In addition to the mobile devices currently in use, there is also significant research
efforts in progress to develop even smaller wireless devices that have considerably more
energy resource limitations. Examples of such devices include watches with wireless
access, wearable computers, and wireless sensors. This is prompting researchers to inves-
tigate new approaches for saving energy. One particular method that has shown some
promise is utilizing intermediate nodes between source-destination pairs to relay pack-
ets. An extension of this approach is evaluated in this work and utilizes intermediate
hops in combination with transmission power control for additional energy savings. Such
an approach can be realized by extending the power-controlled protocol framework in-
troduced in this work [3, 4, 5] and extending the power metrics into the routing layer.
Defining the mechanisms for multihop power control into the routing layer is outside the
scope of this thesis; hence, we simply present the potential of methods that extend the
power-controlled framework for multihop networks.

One of the most attractive features of using power control and multiple intermediate
hops together is that the number of intermediate hops can be controlled by the trans-

mission power level. The primary benefit here is that energy savings and range between

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



intermediate hops can be adjusted on a per-packet basis and in accordance with the
mobile node density and environmental conditions. It will be shown in Chapter 5.4 that
without power control the transmission power would have to be optimized off-line for
the conditions existing in a particular network, otherwise the energy-saving benefits of
utilizing multiple hops would not be fully exploited (since the transmission power would
not be adapted to the spacing between intermediate hops). Such an approach is not
feasible in most mobile networks, where the network conditions can change over a short
period of time (on the order of a few packet transmissions). Therefore, power control is
the preferred method for exploiting such energy savings techniques.

It is later demonstrated that the capacity of data flows traversing multihop ad hoc
networks is limited by the way the traffic is shaped inside the network (i.e., at intermediate
nodes). This result is also demonstrated for power-controlled networks in Chapter 5.4,
where it is shown that the traffic patterns can prevent a power-controlled MAC from
fully exploiting the spectral reuse in the network. That is, when some nodes in a flow are
in a part of the network with high contention and congestion, downstream nodes in the
flow can be prevented from utilizing the capacity gains from power control. As shown
in Chapter 6.3, these problems can be further compounded by the behavior of current
transport protocols. Current transport layer protocols were designed for wired networks
that have constant link qualities, unlike wireless ad hoc networks. Therefore, a study
is conducted on the performance of ad hoc networks, as a result of the transport layers
interaction with the dynamic nature of ad hoc protocols. A protocol is then evaluated
that shapes the traffic at intermediate nodes such that the flow rates are controlled based
on the worst environment the flow passes through (i.e., worst link). This helps nodes to

adapt more quickly to changes in the network conditions, avoiding buffer overflow and
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further retransmissions from causing additional congestion. This approach in conjunction
with power control can be applied to ad hoc networks to provide the most efficient use of

the network resources in a way that corresponds to the current network traffic conditions.

1.1 Motivating Power Control

In this section, transmission power control is motivated from two prospective benefits.
The first benefit is a more efficient use of the network resources. That is, by allowing a
greater number of simultaneous transmissions, power control increases the total network
capacity. The second benefit is energy savings, which is achieved by minimizing the
average transmission power. It is shown below that the transmission power level is
directly related to the power consumption of the wireless network interface. Both of

these issues are investigated further in the following two sections.

1.1.1 Capacity

Multiple access-based collision avoidance MAC protocols have made the case that a
sender-receiver pair should first ensure exclusive access to the channel in the sender and
receiver neighborhood (“acquire the floor”) before initiating a data packet transmission
[6, 7, 8, 9]. Acquiring the floor allows the sender-receiver pair to avoid collisions due to
hidden and exposed stations in shared channel wireless networks (Figure 1.2 illustrates
the scenario). The protocol mechanism used to achieve such collision avoidance typically
involves preceding a data packet transmission with the exchange of a RTS/CTS (request-
to-send/clear-to-send) control packet handshake between the sender and receiver. This
ha.ndéha.ke allows any station that either hears a control packet or senses a busy carrier to

avoid a collision by deferring its own transmissions while the ongoing data transmission is
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in progress (as shown in Figure 1.2). The top part of the figure shows four wireless nodes
that have a transmission range shown by the dashed ellipses. A is the sender, B is the
receiver, C is the exposed station (within range of sender, but not receiver), and D is the
hidden station (within range of receiver, but not sender). Note that for a successful A-B
transmission, D must not transmit to avoid corrupting the data packet being received by
B, and C must not transmit to avoid colliding with the ACK that will be received at A.
When A wants to send a data packet to B, it senses the channel to see if it is free. Then
A sends an RTS to B. If C hears the RTS, it defers until A can hear B’s CTS. If B is
free to receive, it sends back a CTS to A. When D hears the CTS, it defers transmission
until A finishes sending data to B. When C hears a busy carrier, it defers transmission.
After B receives the data packet correctly, it sends back an ACK to A. This is the ideal

operation of the protocol.

PSS S Ot S L A

Tiroe

Figure 1.2 General protocol operation for multiple access with collision avoidance

While acquiring the floor to enable collision avoidance from hidden and exposed sta-
tions is certainly a fundamental requirement for the efficient operation of wireless medium

access, this method precludes multiple concurrent transmissions over the region of the
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Figure 1.3 Capacity enhancements observed with transmission power control

acquired floor. To optimize spatial channel reuse in a shared wireless channel network,
a pair of communicating nodes must only acquire the minimum area of the floor that
is needed for it to successfully complete a data transmission. An example is illustrated
in Figure 1.3, where we observe that with the contemporary MAC protocols, the trans-
mission from A to B would prevent C from sending to D since it is within range of B.
However, if A reduced its transmission power level to be just enough to reach B, and
likewise if C would send with just enough power to reach D, both transmissions would
happen simultanecusly. Such a power-controlled MAC could therefore provide extensive
increases in capacity. These benefits are demonstrated with both theoretical studies [10]
and simulations shown in [5] and Chapter 4. Further, MAC protocols are presented in
[3, 4, 11] and Chapter 3, where considerable gains in throughput are shown (and corre-
spondingly in Chapter 4). Such a protocol would allow for a tighter packing of source
destination pairs within a network environment, thereby improving the spectral reuse.
The above scenarios motivate power control between a given sender and receiver
in the ad hoc network (a source-destination pair that is within transmission range).
However, in addition to controlling the transmission power such that it is just enough

to reach the intended destination, it is also of interest to investigate the capacity of
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networks where intermediate hops are utilized between source and destination (multihop
wireless networks). As discussed in the next section, adding hops between the source and
destination will considerably reduce the total power consumption. Therefore, it is also
desirable to look at the potential benefit or cost of employing multiple hops in terms of

throughput.

1.1.2 Energy consumption

The mobile battery lifetime is becoming an increasingly important issue to manufac-
turers and consumers, as mobile devices are being used more frequently in our everyday
lives. The power amplifier, as compared to other mobile device components, consumes
a significant portion of the device power. The power consumed by the power amplifier
is directly proportional to the strength (power) of the transmitted signal. Therefore,
it is becoming of great interest to control the transmission power level such that the
lifetime of mobile terminals is maximized. As an example, consider Figure 1.4, which
shows a schematic of the WLAN network interface card components and their typical
power levels. Notice that the power amplifier may take more than three times the power
of any other individual component and consume almost half the total energy consumed
by the network interface card. This ratio is expected to continue to increase for fu-
ture WLAN interfaces cards, as the processing components become more power efficient.
Furthermore, there will be dedicated devices such as wireless sensors, where the RF (ra-
dio frequency) output power amplification process takes the largest share of the overall
power budget. Therefore, there is a significant energy saving potential in controlling the
RF output power. Figure 1.5 indicates how controlling the RF output power influences

the instantaneous overall power consumption of the Aironet PC4800 PCMCIA WLAN
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Figure 1.5 Overall power consumption of an Aironet PC4800 PCMCIA interface for
different RF output power levels and transmission rates

interface. This data was gathered by measuring (with the assistance of a volt meter)
the amount of power consumed by the WLAN interface card as the transmission power
level is adjusted (in software).! It can be concluded from Figure 1.5 that the change
in the transmission power level contributes the most to the change in the instantaneous
power consumption. The higher the RF output power, the higher the power consumption
of the WLAN interface. In fact, an increase in the RF output power level leads to an
overproportional increase in the overall WLAN interface power consumption. Our results
show that the increase from 1 to 30 mW in RF output power leads to increase of about
20% in the overall power consumption. However, as stated above, future devices will

greatly reduce the power consumed by the processing components in the network card

LThis data was provided by Jean-Pierre Ebert of the Technical University of Berlin.
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